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ABSTRACT

Ke, X., Shi, Y. and Wang, W.H., 2018. An efficient wavefield simulation and
reconstruction method for least-squares reverse time migration. Journal of Seismic
Exploration, 27: 183-200.

The least-squares reverse time migration (LSRTM) could be seen as an iterative
processing of the reverse time migration (RTM). Therefore, a large storage requirement
and accurate wavefield reconstruction scheme are also needed by LSRTM when the
cross-correlated imaging condition is adopted. We propose a scheme that can reconstruct
the wavefield backward accurately in the time domain. The variable order finite
difference is introduced near the boundary region, which could reduce the storage
requirement needed for the wavefield reconstruction. When the wavefield storage is
greatly reduced, the proposed accurate wavefield reconstruction method and the precision
of the reconstructed wavefield are feasible for LSRTM. We compare two wavefield
reconstruction strategies based on the acoustic wave equation, then give a theoretical
comparison of the data storage and computation consumption for the two strategies. At
last, we perform a numerical experiment of LSRTM to prove the feasibility of our
scheme.

KEY WORDS: least-squares reverse time migration, LSRTM, wavefield reconstruction,
variable order finite difference, storage and computation consumption.
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INTRODUCTION

Reverse time migration (RTM) has been a widely used seismic
imaging method for complex structures. Its imaging condition always
requires the cross-correlation calculation of the source and receiver
wavefields (Claerbout, 1971). But the cross-correlation imaging condition
are under high-frequency assumption, Weglein (2011a,b) proposed a
predicted source and receiver experiment imaging condition, which could
avoid the high-frequency assumption and be used in RTM (Liu, 2014;
Weglein, 2016a,b). Zou (2017) provide a wedge resolution comparison
between RTM (with Claerbout II imaging condition) and the first migration
method (with Stolt extended Clarebout III imaging condition) with both
conventional and broadband data. Zou’s paper (Zou, 2017) demonstrates that
the Stolt extended Claerbout III result has better resolution than the RTM
result due to the smaller side lobes in the image from each reflector. The
application of the imaging conditions above require that either the source or
receiver wavefield must be stored or reconstructed. The simplest method is
to store all the wavefield data, but the large data storage is almost rigorous in
practice. Symes (2007) presented an optimal checkpointing scheme, which
sets some checkpoints to achieve a small recomputation ratio, but this
method needs to store many intermediate states of the wavefield. Clapp
(2009) presented a random boundary condition, which allows the historical
source wavefield to be obtained by time reversal computing, but this method
also brings in some random noise. With the development of seismic data
processing methods, RTM has been also used as a core operator in the
iterative process, such as in least-squares reverse time migration (LSRTM)
and full waveform inversion (FWI). This requires a wavefield reconstruction
strategy with low storage consumption and high accuracy. Clapp (2008)
presented a boundary saving method, which could reconstruct the wavefield
accurately with a relatively small amount of storage, but the storage
consumption depends on the number of time samples and finite difference
orders. In practical usage, it is not feasible enough. Yang (2014) presented a
graphic processing unit (GPU) implementation about Clapp’s (2008) method
and used it for RTM. Feng (2012) presented a single layer boundary saving
strategy, reconstructing the wavefield by changing the finite difference order
near the boundaries. This method effectively reduces the wavefield storage,
but because the wavefield simulation operator is not matched completely
with the reconstruction operator, it would also generate some noise. This
makes the reconstructing precision fine for RTM, but not high enough for
LSRTM and FWL.

In this paper, we first review LSRTM and then present a wavefield
simulation and reconstruction strategy with variable order finite difference
for LSRTM. The wavefield simulation and reconstruction operator could be
matched completely, making the reconstructed wavefield accurate enough
for some iterative processing based on RTM, such as LSRTM. Some noise
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produced in the algorithm is analyzed in numerical examples. Two
wavefield reconstruction strategies were tested with constant density
acoustic wave equations. The theoretical data storage consumption and
computation are analyzed in numerical examples. At last we achieve
LSRTM with our wavefield reconstruction approach.

THEORY
Least-squares reverse time migration

In this section, we review LSRTM based on the constant density
acoustic wave equation,

1 ﬂzp(x,r;xs)

2
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where v(x) is the velocity model, p(x, #; x ¢ ) is the pressure field at position
X, and f(x, #; X 5 ) is the source function.

Applying the Born approximation, we could derive the forward Born
modeling operator,
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where v, is the background velocity, p, is the background wavefield, ps
denotes the perturbation wavefield, and m(x) is the model parameter of
LSRTM. The detail of the derivation is presented in Appendix A. Generally,
the forward Born modeling operator could be compactly expressed as a
matrix-vector notation decal = Lm | where dcal is the reflection data vector
recorded from ps and L is the forward Born modeling operator that linearly
relates m and deal (Dai, 2013).

Based on the adjoint state method (Plessix, 2006), the adjoint operator
of the forward Born modeling operator could be expressed as follows,
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Eq. (3) could also be expressed compactly as m = LT deql » With the

model parameter m indicating the migration image and LT denoting the
adjoint operator of the forward Born modeling operator.

For conventional LSRTM, the model parameter m is sought to
minimize the misfit functional,

E(m) = —||Lm dy|’ (4)

Eq. (4) could be solved by optimization algorithms. Clearbout (1992)
proposed an iterative process of conjugate gradient method as follows

r<—ILm-d
iterate
{
Am <— LTr
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where r is the data residual, Am is the gradient, Ar is the conjugate gradient,
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o and P are two scalars used to construct the update steps, and s and Sj are
the update steps in the model and residual data domain for the k-th iteration.

When we perform operator L', it is similar to RTM, which needs
large wavefield storage to guarantee the accuracy of the wavefield
reconstruction. Additionally, because LSRTM can be regarded as a RTM
iterative process, the data storage enhancement and the I/O (Input/Output)
efficiency of the algorithm have more significant meaning.

Wavefield simulation and reconstruction based on variable order finite
difference

If the cross-correlation imaging condition was employed in LSRTM
or RTM, the source and receiver wavefields should be correlated at zero-
offset in the time domain. However, because the two kinds of wavefields
have opposite directions, we must reconstruct one of them in reverse. Feng’s
(2011) scheme could reconstruct the source wavefield with a relatively small
amount of storage, but the reconstructed wavefields still have some
residuals. The residual is mainly caused by two reasons. The first one is the
change of finite difference orders would introduce a boundary effect.
Because the boundary effect happens near the boundary location, its
occurrence for the left, right, and bottom boundaries is relatively late. This
could be solved by expanding the scope of the calculation appropriately, but
the effect of the top boundary would introduce some residuals that are
difficult to remove. The second reason is that the finite difference operators
for the wavefield simulation and reconstruction are different. This means the
wavefield cannot be reconstructed perfectly and the residual between
simulation and reconstruction wavefield exist all over the wavefield.

In this paper, we propose that a variable orders finite difference
operator, which is used for both wavefield simulation and reconstruction.
This can ensure that no unwanted residual is introduced during the wavefield
reconstruction. At the top boundary, we adapt the same strategy as Clapp
(2008), which avoids the boundary effect due to the difference order
variation at the top boundary. In fact, the wavefield simulation requires the
addition of certain boundary conditions, so the wavefield region we have
just discussed is the non-absorbing region within the absorbing region.

When using a variable order finite difference scheme, we obtain the
discrete form of eq. (1) by ignoring the source item:
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where M and v are the half finite difference orders on the horizontal and
vertical, respectively. CIM and qN are the corresponding differential
coefficients.

It is worth noting that M and N are not global constants. In most
regions, we choose a high order finite difference scheme to simulate the
wavefield, for example M = N = 5. As the simulating point approaches the
boundaries, we change the finite difference scheme from high order to
second order (M = N = 1) gradually. In addition, M and N are not necessarily
equal, they just reduce gradually in their respective directions near the
boundary. This ensures that when the difference order of one direction
changes, the differential precision of the calculated point in the other
direction is not affected. Fig. 1 shows the scheme of the variable order finite
difference.
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Fig. 1. A sketch of the finite difference orders adopted by the wavefield simulation and
reconstruction. The black squares represent the stored layer of wavefields near the
boundary. The thick solid colored lines represent the orders and direction of the finite
difference. Two, 4, 6, 8 and 10 orders of finite difference are denoted by green, blue,
yellow, red, and gray, respectively.
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Fig. 2. A sketch of the simulation about the accurate source wavefield reconstruction
scheme. The black squares represent the stored layer of wavefields near the boundary.
The thick solid gray lines represent the grids, which need to be implemented by the high
order finite difference.

Fig. 2 shows a sketch of the simulation of Clapp’s (2008) method.
Comparing Fig. 1 and Fig. 2, we see that the key ideas of our method are
that we adopt the variable orders of finite difference to avoid the multi-layer
storage of the wavefield at the left, right, and bottom boundaries; the
multiple layers of the wavefield at the top boundary are saved to keep the
accuracy of the wavefield from being effected by the changing finite
difference order.

Accurate reconstruction of the wavefield using our approach can be
achieved by storing the wavefield and the inverse operation of the variable
order finite difference operator. This process ensures that the residual in the
wavefield calculation is minimized and that no additional precision loss is
introduced during the LSRTM iteration.
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EXAMPLES
Wavefield simulation based on variable order finite difference

In this paper, we perform different orders of finite difference in both
the horizontal and vertical directions where necessary, which are marked by
different colors in Fig. 1 so that we can guarantee the wavefield simulation
accuracy as much as possible.

Isotropic media of constant velocity are used for the numerical test.
The velocity is 3500 m/s, the distance between grids is 15 m, and the time
sampling interval is 1 ms. A Ricker wavelet with a 40 Hz dominant
frequency is set as the source at the location (1 km,1 km). Fig. 3 shows that
when the difference order is constant in the horizontal direction, the
frequency dispersion of the wavefield is suppressed with the increase of the
vertical difference order, and the overall accuracy is improved. This also
explains why we use a higher order finite difference as much as possible in
the different directions near the boundary where the algorithm allows.

Distance (km)

Depth (km)

Fig. 3. Snapshots at 0.2 s, the order of the finite difference on horizontal direction is 2,
the orders on vertical direction are 2, 4, 6, 8, 10, and 12 in turn.
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In the previous section, we discussed that some reflections will be
introduced when the difference order changes along a certain direction.
Therefore, we have performed the following numerical experiments on this
phenomenon. We adopt the same base model parameters as the test above
and a 12-order finite difference is performed in most of the model, but the
difference order is gradually reduced from 12 to 2 from the 1.5 km depth,
which is marked the by red dotted line in Fig. 4a. Fig. 4b shows the
amplitude extracted from the data marked by the white dotted line in Fig. 4a.
From Fig. 4b, we see that, in the case where the difference coefficient
changes, some energy reflections do occur, but the reflected energy is very
small relative to the effective wavefield energy.

Distance (km) Amplitude
1.0 2.0 é0.2 0 -0.3

?

Depth (km)
5
Depth (km)
2

2.0

(b)

Fig. 4. A sketch of the reflection caused by the change of the difference order. (a)
Snapshot with false reflections at 0.2 s, the change of difference order happens at 1.5 km
depth, marked by the horizontal dotted line. (b) The amplitude of the data marked by the
white dotted line in Fig. 4a.

Source wavefield reconstruction

The Partial Marmousi2 model showed in Fig. 5 is used for further
numerical tests. We use a grid size of 401 in the horizontal direction and 287



192

in the vertical direction with a spacing of 15 m. We choose the Ricker
wavelet as the source at 4.5 km on the ground. Fig. 6 shows the forward and
reconstructed source wavefield at 1.8 s using our method. Fig. 7a shows the
difference of the wavefield shown in Fig. 6. Fig. 7b shows the difference
between the forward and reconstructed wavefield at 1.8 s, where the source
wavefield is reconstructed by Clapp’s (2008) method, which is known as the
accurate source wavefield reconstruction scheme. We see that the magnitude
of the residuals from our method is within the float number precision and the
distribution is random, so the wavefield reconstruction method we proposed
could be considered accurate.

Distance (km)
0 2 4 6
0 1 1L 1L |

N

Depth (km)

(]

1600 1800

Fig. 5. The velocity of the partial Marmousi2 model.
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(a) (b)
Fig. 6. Snapshot of the source wavefield at 1.8 s. (a) The forward wavefield. (b) The

reconstructed wavefield.
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Fig. 7. The difference between the forward and reconstructed source wavefields at 1.8 s,
(a) The scheme in this paper. (b) The accurate wavefield reconstruction scheme.
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Comparison of storage and computation consumption

The exact storage and computation performance will vary with the
size of the model, the scheme adopted, and so on. Therefore, we
theoretically compare the storage and computation consumption of the two
strategies as follows:

Strategy 1: The accurate wavefield reconstruction scheme (store the d/2
layers of the wavefield near the boundary), d is the finite difference order.

Strategy 2: Our scheme, the maximum finite difference order is d, the
minimum order is 2.

For simplicity, we assume that the height and width of the simulation
domain are both N. Considering that LSRTM is an iterative process and we
need to store the wavefield data in the implementation of eq. (3), which we
use as an example to compare the data storage and computation
consumption. We define the computation consumption of the wavefield
simulation from 0 to the maximum sampling time as the unit 1. The adoption
of the absorbing boundary condition will expand the simulation region of the
wavefield and the wavefield reconstruction’s computation does not include
the boundary zone, which is why the two strategies’ computation
consumptions are both less than 2. However, because at the left, right, and
bottom boundaries, only a single layer of wavefield is saved in strategy 2,
the wavefield grid, which needs to be reconstructed, is larger than in strategy
1 (there are more thick solid lines in Fig. 1 than in Fig. 2). This means that
the computation consumption of strategy 2 is a little larger than strategy 1.

We summarize the computation comparison and data storage in Table
1, by using N = 1000, d = 10, and the time steps Ng = 5000.

Table 1. Comparison of the computation consumption and data storage for the source
wavefield’s backward propagation based on a two dimensional (2D) isotropic acoustic
wave equation. We set the propagation of the wavefield in Ng time steps as a unit of
computation consumption.

Strategy Computation Data storage

Consumption

| < strategy 2 <2 (N2 - (N-d) %] x Ne-2(N - d)*} x4(Byte) = 387 MB

[5%]

<2 {IN2-(N=di2- 1) (N-=2)]xN s - 2(N - d/2 - 1Y(N - 2)} x4(Byte) =160 MB
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Least-squares reverse time migration

We use the same model defined in section 3.2 for the LSRTM test.
Twenty shots are distributed from 0 to 6000 m on the ground, and the source
interval is 300 m. One hundred ninety-nine receivers are evenly distributed
beside each source, the maximum offset is 1485 m, and the trace interval is
15 m. We perform 5200 time steps for each shot, the time interval is 1 ms.

Fig. 8 shows the smoothed velocity model, which is involved in the
calculation of LSRTM as background velocity. Fig. 9a denotes the model
parameter m, and it could be used as the theoretical value to evaluate the
effect of LSRTM. The result of LSRTM after 30 iterations is shown in Fig.
9b. The amplitude comparison between the theoretical and calculated value,
shown in Fig. 10, could demonstrate that the LSRTM algorithm based on
our approach works well. Fig. 11 reveals that the energy ratio of the data
residual and original data decreases gradually as the number of iterations
increases.

Distance (km)

0 2 4
0 ] 1 1

-\

Depth (km)

C
1600 1800

Fig. 8. The smoothed velocity model.
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Distance (km) Distance (km)

Depth (km)
Depth (km)

(b)

Fig. 9. The result about LSRTM. (a) The model parameter m , which could be considered
the theoretical value of LSRTM. (b) The calculated result of LSRTM.

0.2

= Theoretical value of model parameter

Amplitude
o

------ Calculated value after 30 iterations
'0.2 T T T 1
0 1 2 3 4
Depth(km)

Fig. 10. The amplitude comparison of LSRTM, the black dashed line is the theoretical
value marked by the white dotted line in Fig. 9a, and the dotted line is the calculated

value marked by the white dotted line in Fig. 9b.
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Fig. 11. The energy ratio of the data residual and original data with the iterations of
LSRTM.

CONCLUSION AND DISCUSSION

We present an approach that accurately reconstructs the source
wavefield backward in the time domain. Compared with the traditional
reconstruction method, the proposed method greatly reduces the storage
cost. Consequently, it is feasible for LSRTM, and, due to the reduced
storage, our method is very promising for GPU acceleration and LSRTM for
three dimensional data. However, the scheme we presented is only feasible
for the wave equation in a non-dissipative heterogeneous medium, it does
not work well for the visco-acoustic wave equation.

It is noteworthy that the currently proposed approach about LSRTM
and FWI are both under high-frequency assumption. In the next researches,
we hope to place our method within some new imaging principle based on
the predicted source and receiver experiment imaging condition as
mentioned in the ‘Introduction’ of this paper, which could avoid the high-
frequency assumption and promote the theoretical rigor and practical
application value of our research.
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APPENDIX

The constant density acoustic wave equation

1 a2 p(x,6;x,) _»
: -VEp(x,6,x,) = f(x,1;%;) -
vo(x) 6!2 - (A l)

Assuming the velocity w(x) is the stack of the background velocity
perturbation velocity vg (X) :

v(x) =vp (x) +vg (x) (A-2)
which will generate the wavefield:
P(X,tXg ) = pp (X,:Xg ) + pg (X,Xg ) . (A-3)

pp(X,t;Xg) denotes the background wavefield and pg(x,;xg) is the
perturbation wavefield. Then from eq. (A-1), we have

I 92[pp(X,1%) + py(X,55X,)]

2 ) 'vz[p.’}{x"";x.v)“'p.v{x"":x.\')]=,)¢I(x~"';x.\') i
[vy(x)+ v (x)]” at=

(A-4)

The second-order Taylor series expansion of the velocity term could
be expressed as the following equation:

1 1 2v(x)
() +v, (0> w2 (x)  Vp(X)

Substituting the equation above into eq. (A-4), we have

1 63pj,(x,r;x_‘_)+ I @p(x,5x,) 2v(x) 8 p,(X,55X,) 2v,(x) 8°p,(X,1:X,)
v (x) o’ v (X) o’ v, (x) ar’ vy(x) o’

V2, (%,5X,)-V2p,(%,5X,) = F(%,55X,) (A-3)
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2v,(x) 82;),, (x,1:Xy)
v,_e,3(x) at?

Ignoring the high order perturbation wavefield term
the eq. (A-5) could be expressed as follows:
") _
I d Pb (X,f,XS)

vy 2 (%) at’
1 0°ps(xtixy)

V2 py(x,1:X,) = f(X,1;X,)

2 2 X,
: 60 92 (xhx,) - 2D 8 PLER)  (a-6)
vy (X) Jt vy~ (X) ot
2v,(x)
Defining M(X) = m , eq. (A-6) could be expressed as:

l azpb(xﬁf;x.s-)_
v:j(x) ot’

o LPOEX) g2 (x65x,) = m(x) 1 TR
v, (X) ot v, (X) ot : (AT

V2p,(X,5X,) = f(X,1;X,)
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