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ABSTRACT

Kim, A.; Ryu, D. and Ha, W., 2017. An efficient time-domain full waveform inversion using the
excitation amplitude method. Journal of Seismic Exploration, 26: 481-498.

Time-domain full waveform inversion algorithms store the source wavefield to calculate the
cross-correlation between the source and receiver wavefields to obtain the gradient direction. Saving
the full source wavefield imposes an enormous burden on computer memory resources. We apply
the excitation amplitude method to a full waveform inversion to reduce the memory overload. This
method removes the time dimension of the source wavefield by only exploiting the maximum
amplitude signals. By adopting the excitation amplitude method to store the source wavefield and
to calculate the cross-correlation, we can reduce the memory requirement for a full waveform
inversion by three orders of magnitude. Since the excitation amplitude method cannot handle
multipathing within the source wavefield, a gradient direction obtained using this method is an
approximation to the original gradient. Nevertheless, synthetic inversion examples using the
Marmousi and overthrust models demonstrate the efficiency and accuracy of the proposed scheme.
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INTRODUCTION

Full waveform inversion (FWI) is a method used to recover subsurface
information by minimizing an objective function defined using the differences
between the observed and numerically modeled wavefields (Lailly, 1983;
Tarantola, 1984). Although its results are promising, FWI requires many
computational resources in order to invert large quantities of seismic data. The
back-propagation or adjoint-state techniques are efficient methods for calculating
the gradient direction of the objective function (Tarantola, 1984; Plessix, 2006).
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In these methods, the gradient direction is calculated using the cross-correlation
between the forward propagated source wavefield and the backward propagated
receiver wavefield. The backward propagation is accomplished in a
time-reversed manner. We require the last time sample of the source wavefield
at the start of the backward propagation as well as the first time sample at the
end of the backward propagation step. Therefore, we need to store the entire
source wavefield to calculate the gradient direction. This is not a severe problem
for small-scale 2D FWI. However, the requisite memory to save the full source
wavefield is substantially large for 3D FWI as well as for reverse time migration
(RTM), which utilizes the same cross-correlation algorithm as FWI.

Several researchers have tried to resolve this problem by enhancing the
computational method to decrease the memory demand. Wavefield
reconstruction methods store small parts of the forward wavefield and
reconstruct the full source wavefield at the backward propagation stage. Symes
(2007) applied the checkpointing method (Griewank, 1992; Griewank and
Walther, 2000) to RTM. The checkpointing method uses buffers to store parts
of the forward modeled wavefield. One buffer is the memory required to save
the wavefield of a single time step. The buffers are continuously updated while
reconstructing the forward modeled wavefield at the backward propagation step.
The author demonstrated that recomputing the forward modeled wavefield could
reduce the memory load. The load distribution between the memory and CPU
depends on the buffer size. In a 2D RTM example, the author reduced the
memory requirement to 32 buffers at the cost of the recomputation ratio, which
was approximately 3, and suggested that a scheme with 36 buffers could reduce
storage by more than one order of magnitude for 3D RTM. Anderson et al.
(2012) further applied the checkpointing method to FWI. The checkpointing
method can be classified as a type of forward wavefield reconstruction method
that utilizes initial conditions (Nguyen and McMechan, 2015).

Boundary values can also be used to reconstruct the forward modeled
wavefield (Dussaud et al., 2008). Yang et al. (2015) used a boundary value
reconstruction method in their FWI applications. This method only stores the
forward modeled wavefield at the boundary area and reconstructs the forward
modeled wavefield using the saved values at the backward propagation stage.
Both of these reconstruction methods that utilize initial and boundary conditions
ultimately increase the computation to reduce the memory burden.

Non-reconstruction methods are also used. Sun and Fu (2013) suggested
a subsampling method utilizing the Nyquist sampling theory in their RTM
applications. One such sparse cross-correlation method that is applied to RTM
is the excitation amplitude imaging condition using the maximum amplitude
signal of the source wavefield (Nguyen and McMechan, 2013). Sparse cross-
correlation methods reduce the memory burden at the cost of accuracy by
approximating the original result through subsampling. The excitation amplitude
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method is an extreme example of a sparse cross-correlation method since it uses
only one time sample for each spatial grid. However, Nguyen and McMechan
(2015) demonstrated that these algorithms utilized in order to avoid storing the
full source wavefield eventually yield RTM results similar to those obtained
from full cross-correlation methods. Kalita and Alkhalifah (2016) further
demonstrated the possibility of using this scheme for FWI.

The excitation amplitude method can be compared with the maximum
intensity projection used for medical imaging disciplines (Wallis et al., 1989).
This method projects a 3D medical image onto a 2D plane using the maximum
intensity voxel. The excitation amplitude method removes the time dimension
from the source wavefield using samples containing the maximum amplitude.
One inherent difference of this method is the loss of information of the reduced
dimension. The maximum intensity projection method does not retain depth
information, whereas the excitation amplitude method stores the time
information of the extracted samples for use in the subsequent cross-correlation
procedure. The excitation amplitude method can also be compared with the most
energetic method of Kirchhoff migration (Nichols, 1996; Shin et al., 2003)
because the proposed method employs the most energetic traveltime and
amplitude from the source wavefield. Compared with the Kirchhoff migration
method, the excitation amplitude method does not implement analysis time
windows (Shin et al., 2003) and uses only one time sample containing the
maximum amplitude.

In this study, we adopt the excitation amplitude approach of RTM for
FWI. Following a brief introduction of the FWI algorithm, we examine the
efficiency and accuracy of the proposed scheme using the synthetic Marmousi
(Versteeg, 1994) and overthrust velocity models.

REVIEW OF THE FULL WAVEFORM INVERSION ALGORITHM
Before we discuss the subsampling schemes, we briefly review the

time-domain waveform inversion algorithm suggested by Tarantola (1984). The
acoustic wave equation can be expressed as

[1/VA(x)][0%u(x,t)/0t?] = V2u(x,t) + f(x.t) |, (1)

where u(x,t) is the pressure wavefield, f(x,t) is the source function, and v(x) is
the velocity of the P-wave. The objective function using the /, norm is

max

T
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where uy(x,,t) is the forward modeled wavefield obtained using eq. (1), dy(x,.t)
is the observed wavefield, T,,, is the maximum recording time, and m is the
model parameter vector. The model parameter is the P-wave velocity in the
acoustic case. The subscripts s and r indicate the source and receiver,
respectively (Tarantola, 1984). The gradient direction of the objective function
with respect to a model parameter can be expressed as

T

max

VioE = 21 Y | [0u /08, de

0

max

T
Y | sxoonendt | (3)
s 0

where the source wavefield or the virtual source S(x,t) is the second derivative
- of the forward modeled wavefield multiplied by the velocity term and A(x,t) is
the receiver wavefield (Tarantola, 1984; Plessix, 2006). We can obtain \(x,t)
by propagating the differences between the modeled and observed wavefields at
the receiver position in a time-reversed manner. The integral term indicates a
zero-lag cross-correlation between the source and receiver wavefields. After
calculating the gradient direction, we can update the model parameter as

my,, = m — akH;(lemE ) 4)
where k is the iteration number, « is the step length, and H,, is the diagonal

element of the damped pseudo-Hessian matrix (Shin et al., 2001; Ha et al.,
2012).

FWI USING THE EXCITATION AMPLITUDE METHOD

We adopt the excitation amplitude method in the cross-correlation process
(Nguyen and McMechan, 2013) to calculate the gradient direction and the
pseudo-Hessian [egs. (3) and (4)]. The excitation amplitude method uses only
one sample from the source wavefield that contains the maximum amplitude. We

need to save only one sample (Sg) and the corresponding time (T) for each grid
as follows:

Sp(x) = S[x,Te(x)] , ®)
where S is the source wavefield and

Te(x) = arg max|S(x,t)| . (6)
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The argmax operator returns the time at which the source wavefield
attains the maximum amplitude (Nguyen and McMechan, 2015). Therefore, the
gradient can be calculated through multiplication as

VB = 2 85 ONIX, T ()] ()

The memory demand can be reduced from 4N,N, bytes to 2 X4N, bytes
for single precision by adopting the proposed method, where N, represents the
total number of space grids and N, is the number of time samples. The memory
required is directly related to the time sampling rate. Smaller sampling rates
increase the number of time samples; however, the sampling rate must be
sufficiently small to satisfy the Courant-Friedrichs-Lewy condition for stable
modeling (Courant et al., 1967). Generally, the memory requirement can be
reduced by three orders of magnitude in consideration of numerical stability
issues. Note that this method cannot account for the multipathing effect.
Although only one time sample is used, the RTM results indicate that this
method can increase the resolution of the RTM image by reducing the
background low-wavenumber artifacts from the full cross-correlation (Nguyen
and McMechan, 2013, 2015).

NUMERICAL EXAMPLES

We tested the proposed methods using the Marmousi model (Versteeg,
1994) shown in Fig. 1a. The grid size was 16 m and the numbers of grids in the
x- and z-directions were 576 and 188, respectively. We generated 180 shots
using eighth-order and second-order finite-difference algorithms in space and
time, respectively. Fig. 1b shows one of the shot gathers used as the observed
data. Each shot gather contains 576 receivers at an interval of 16 m. The
sampling rate was 1 ms, and the maximum recording time was 4 s. The
maximum frequency of the Ricker source wavelet was 15 Hz.

We inverted the observed data using fourth-order and second-order
finite-difference algorithms in space and time, respectively, both without and
with the subsampling scheme. Fig. 1c illustrates a smooth velocity model used
as the initial estimate. The memory required to store one single precision full
source wavefield is 1,653 MB. Since the memory demand is not substantially

high in this 2D example, we saved the full source wavefield within the random
access memory (RAM).

Fig. 2 shows a trace of the source and receiver wavefields from a shot
that was extracted at the center of the model during the first iteration. While the
full cross-correlation method uses all of the samples within the trace, the
excitation amplitude method only uses one sample that contains the maximum
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Fig. 1. (a) The Marmousi velocity model (Versteeg, 1994). (b) A shot gather obtained using the
Marmousi velocity model. (c) A smooth initial velocity model.
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Fig. 2. The source (top) and receiver (bottom) wavefields used for the cross-correlation of the full
cross-correlation and excitation amplitude methods at the center grid.

amplitude in the source wavefield. Fig. 3 displays the profiles of the source and
receiver wavefields. The profiles were extracted at a distance of 2.3 km from
the left margin of the model when a surface shot was detonated at the center.
The red line delineates the occurrence time of the maximum amplitude signals
from the source wavefield. The excitation amplitude method only uses signals
along the red line to calculate the gradient direction. A discontinuity was
observed along the line because the line follows the maximum amplitude signals
regardless of their sign.

Fig. 4a shows the maximum amplitude values with the occurrence time
contours. We multiplied the maximum amplitude source wavefield by the
corresponding receiver wavefield (Fig. 4b) to obtain a one-shot gradient, as
shown in Fig. 5a. The gradient direction resembles the gradient from the full
cross-correlation (Fig. 5b). By stacking multiple one-shot gradients, we can
obtain the velocity update direction from the first iteration. Although there are
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Fig. 3. Profiles of (a) the source wavefield and (b) the receiver wavefield from a shot detonated at
a distance of 4.6 km from the left. The profiles are extracted at a distance of 2.3 km from the left.
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Fig. 4. (a) The maximum amplitude wavefield of the source wavefield [S¢(x)] and the corresponding
traveltime [T(x)]. (b) The receiver wavefield extracted using the excitation amplitude traveltime.

discontinuities near the surface within the one-shot gradients due to the
discontinuous excitation amplitude, they disappear on the velocity update
direction due to shot-stacking. When the quantity of shots is small, the
discontinuities can affect the inversion results. The update directions are shown
in Fig. 5c and 5d and reveal similar subsurface structures although the actual
values are slightly different.

Fig. 6 shows the inversion results from the excitation amplitude method
and the full cross-correlation method. The memory required to store the source
wavefield is less than 1 MB for the excitation amplitude method. This memory
requirement constitutes a storage reduction of approximately three orders of
magnitude. The inversion result from the excitation amplitude method is similar
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Fig. 5. The velocity update directions using one shot from the first iteration of (a) the excitation
amplitude method and (b) the full cross-correlation method. The velocity update directions using all
of the shots from the first iteration of (c) the excitation amplitude method and (d) the full cross-
correlation method.
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to that from the full cross-correlation method. The error histories (Fig. 6c)
suggest that the results obtained when using the excitation amplitude method are
slightly better than the results obtained when using the full source wavefield.
Note that this result may not be generalized for other datasets.

To examine the effects of discontinuities within the one-shot gradients, we
reduced the number of observed shots to 10 and generated another dataset. The
interval between the shots was 800 m. We inverted the dataset using the same
inversion settings as before. Fig. 7 demonstrates that we can observe the
discontinuities and acquisition footprints on the stacked gradient direction near

Distance (km)

(a)

Distance (km)

(b)

Fig. 7. The velocity update directions using 10 shots from the first iteration of (a) the excitation
amplitude method and (b) the full cross-correlation method.



EFFICIENT TIME-DOMAIN FWI 493

the surface. On the other hand, the discontinuities of the gradient direction were
not obvious in the previous example that utilized 180 shots (Fig. 5¢). Fig. 8
presents the inversion results. The result obtained using the excitation amplitude
method is slightly inferior to that from the full cross-correlation method;
however, the effects of the discontinuities are limited because the positions of
the discontinuities change as the velocity is updated during the inversion
process.

We also tested the excitation amplitude method using an overthrust
velocity model (Fig. 9a). We detonated 399 shots and simulated the wave
propagation for 8 s to generate the observed data. The time sampling rate was
1 ms. The maximum frequency of the source wavelet was 15 Hz and the grid
size was 25 m. The number of grids was 801 by 187. We used a scheme
incorporating an eighth-order and second-order finite-difference algorithm in
space and time, respectively.

We inverted the observed data starting from a smooth initial velocity
model (Fig. 9b). The memory required to save the full source wavefield is
4,572 MB, while that required for the excitation amplitude method is 1.2 MB.
Figs. 10a and 10b show the inversion results obtained from using the excitation
amplitude and the full cross-correlation methods. We can see that their results
and error histories (Fig. 10) are similar to each other. Thus, we confirm that the
excitation amplitude method can successfully approximate the full cross-
correlation method in the Marmousi and overthrust examples.

DISCUSSION

3D FWIs with tens of thousands of shots require immense computational
resources. Although full 3D inversions are not affordable in our system, we can
calculate the requisite memory burden to store the full source wavefield using
the SEG/EAGE 3D salt model (Aminzadeh et al., 1994) with receivers at all of
the surface grids. The grid size is 20 m and the number of grids is 676 X 676
X 201. When the maximum recording time is 10 s and the time sampling
interval is 2 ms, the memory required to store the source wavefield is 1,711
GB. This wavefield must be saved to hard disk drives in many systems. Since
the speed of the input/output (I/0) of a hard disk drive is much slower than that
of RAM, a 3D inversion can present as an I/O-bound problem rather than as a
CPU-bound problem, depending on the system. The memory required is less
than 0.7 GB when using the excitation amplitude method, which eliminates the
need for disk I/O in order to store the source wavefield. The inversion time can
be reduced greatly when compared to that without subsampling since the
excitation amplitude method does not require disk 1/0. If multiple CPUs are
used in a computing node, slow disk I/O can represent a severe bottleneck.
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Fig. 8. The inversion results of the dataset containing 10 shots obtained using (a) the excitation
amplitude method and (b) the full time samples. (c) The error histories from the full cross-
correlation and excitation amplitude inversion methods.
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Fig. 9. (a) The overthrust velocity model and (b) a smooth initial velocity model.

In an elastic FWI using multi-component data, the memory demand can be
increased several times. When disk I/O is a limited factor, wavefield
reconstruction methods (Anderson et al., 2012; Yang et al., 2015) can be used
to further reduce the storage demand by sacrificing computational resources.
Domain decomposition over several computing nodes can also be used in such
a case to reduce or eliminate disk I/O; however, it will introduce communication
burdens. On the other hand, the excitation amplitude method can reduce both
memory demands and computation time by approximating the full cross-
correlation algorithm to calculate the gradient direction.
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Fig. 10. The inversion results obtained using (a) the excitation amplitude method and (b) the full
time samples. (c) The error histories from the full cross-correlation and excitation amplitude
inversion methods.
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One obvious limitation of the excitation amplitude method is the presence
of multipathing within the source wavefield. In this regard, the excitation
amplitude method can be compared to early arrival waveform tomography or
high-frequency traveltime tomography methods (Sheng et al., 2006), which
ignore multipathing in their objective functions. One significant difference is that
the excitation amplitude method employs full wavefields in the objective
function and solely approximates the cross-correlation procedure. As observed
in the numerical examples, the excitation amplitude method yields
higher-resolution results relative to those from early arrival tomography. A
remedy to this multipathing problem is to adopt sparse cross-correlation using
several peak values for each space grid (Nguyen and McMechan, 2015). In this
sparse cross-correlation method, the memory burden is increased depending
upon the number of peak values to account for multipathing.

CONCLUSIONS

We implemented an excitation amplitude method toward a time-domain
FWI to calculate the gradient direction. We can reduce the memory demand by
three orders of magnitude by adopting this method. As one can expect, the
accuracy of the subsampling method depends on the subsampling interval. The
excitation amplitude method uses only one sample that contains the maximum
amplitude from the source wavefield for each grid point to calculate the cross-
correlation between the source and receiver wavefields. Although the proposed
method uses an approximated gradient direction, it can remove the memory
burden in saving the source wavefield while maintaining the inversion results.
Numerical examples suggest that the excitation amplitude method can be an
efficient alternative to FWI using the full cross-correlation algorithm. Future
research will involve applying the proposed method to elastic FWIs, 3D FWIs,
and the inversions of field datasets.
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