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ABSTRACT

Sun, H., Han, L., Chen, J. and Han, M., 2016. Adaptive energy compensation for full waveform
inversion based on seismic illumination analysis. Journal of Seismic Exploration, 25: 269-284.

Full waveform inversion (FWI) which is an advanced seismic imaging technique based on
the data fitting of full wavefield simulation has become extremely important in both academic
research and commercial application in recent years. During the implementation of FWI, seismic
velocities of deeper and complex parts of the model cannot be well updated due to the weak energy
of seismic wavefields where they have less contributions to the mismatch between observed and
calculated data in the objective function, even though the large velocity contrasts do. The uneven
distribution of energy may have a significantly negative effect on reconstructing velocity structures
of deep and complex zones. Therefore, an adaptive energy compensation method based on seismic
illumination analysis is proposed to improve the imaging quality for FWI. We discuss the effects of
limited maximum offset and complex velocity structures on the inhomogeneous energy distribution
of seismic wavefields in terms of 2D acoustic wave equation. Two-way seismic illumination analysis
is applied to calculate wavefield energy, adaptively compensate and balance the gradients according
to the reflection and transmission coefficients which represent the partitioning of seismic waves
energy at an interface. Numerical examples demonstrate the improved imaging accuracy without
sacrificing too much computational efficiency of FWI when the maximum is limited.

KEY WORDS: full waveform inversion, maximum offset, seismic illumination,
reflection and transmission coefficients, adaptive energy compensation.
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INTRODUCTION

The estimation of seismic velocities has considerable influence on final
imaging of the subsurface structure. Compared with the traditional seismic ray
tracing and tomographic imaging, full waveform inversion (FWI) is an appealing
method to obtain accurate subsurface imaging, which exploits the full
information of pre-stack seismic data (Virieux and Operto, 2009). Over the last
few decades, FWI has been developed in time domain (Tarantola, 1984; Son et
al., 2013), frequency domain (Pratt et al., 1998, 1999; Brossier et al., 2009),
Laplace domain (Shin et al., 2008, 2010) and even time-frequency hybrid
domain (Sirgue et al., 2008; Xu and McMechan, 2014). Many strategies such
as frequency selection (Sirgue and Pratt, 2004), multiscale inversion (Bunks et
al., 1995; Boonyasiriwat et al., 2009; Fichtner et al., 2013) and high
performance computing (Mao et al., 2012) have been used to improve the
accuracy and efficiency of FWI. 3D FWI (Warner et al., 2013; Shin et al.,
2014) and multi-parameter FWI (Alkhalifah, 2014, 2015) have been well
developed recently. In addition, FWI has been successfully applied to real field
data to build velocity models (Butzer et al., 2013; Vigh et al., 2014; Borisov
et al., 2015). However, the conventional FWI methods have difficulty in
reconstructing the deeper part of the velocity model due to the restricted
maximum offset. Long-offset seismic acquisition not only records diving waves
with vital low frequency data to recover the long wavelength components of
velocity model but also provides adequate full wavefield information for FWI
to construct the deeper targets. But the maximum offset is usually limited
because of the high seismic acquisition costs. To invert the deep velocity
structures, the reflection FWI (RFWI) (Xu et al., 2012a, 2012b; Chi et al.,
2015) and layer stripping methods (Wang and Rao, 2009) were developed by
considering reflection energy and weighed updating. To use the kinematic
information of reflected waves, a migration/demigration process was used in
RFWI, which will increase computational cost. The cost of layer stripping is
also proportional to artificial divisions of layers. In the following, we will
introduce an illumination factor as a weighting function to precondition the
gradients of FWI in order to improve the image quality for the deeper velocity
structures.

Seismic illumination analysis is used to describe the detecting capability
of a specific acquisition system to subsurface targets based on a given velocity
model (Xie et al., 2013). Wave equation illumination methods which avoid
high-frequency and asymptotic approximations used in seismic ray tracing can
be applied to complex media with strong velocity variations to obtain accurate
illumination results. Studying seismic illumination can optimize acquisition
parameters and save the cost of the field survey (Xie et al., 2013). Bian et al.
(2015) optimized multi-vertical-cable acquisition system through target oriented
illumination analysis in multiscale FWI to obtain high fidelity subsurface
models. Moreover, Yang et al. (2013) demonstrated an illumination
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seismic reflection amplitudes decrease along with depth increasing. In other
words, near-surface velocity updates have much more influence on the data
fitting than the deep-part updates, especially in the limited seismic acquisition
offsets. Second, poor-illuminated regions exist on the propagation direction of
seismic waves because of the complexity of underground media. In the iterative
process of waveform inversion, the better illumination area with high energy
leads to a faster model update than the poor illumination area with low energy.
To tackle the problem, we present one method in which we scale the velocity
updates with weights according to the two-way illumination intensity.

The two-way wave equation illumination

Wave-equation illumination analysis needs to apply the imaging condition
that calculates the cross-correlation between the downgoing wavefields D and

upgoing wavefields U at the imaging location (Etgen, 1986). The imaging
condition is expressed by

R(x,z) = S D(x,,x,z,t) + U(x,,x,z,t)dt , (6)

where R denotes the imaging at coordinate (x,z). The approximation of
illumination energy at imaging point (x,z) for a pair of source x, and receiver
X, can be obtained by replacing wavefields in eq. (6) with an estimation of the

energy that reaches the imaging point (Alves et al.,2009). Mathematically it is
represented by

I(x,z2) = Gp(s,x,z) - Gy(r,x,2) , @)

where I is the total illumination energy located at (x,z). Gy and Gy, are the
energy of downgoing and upgoing wavefields at the imaging point, respectively.
Based on the principle of reciprocity, we replace the upgoing wavefields by the
downward wavefields between source at the surface and the any subsurface
imaging point. In this paper, we choose the finite difference numerical algorithm
(Alford et al., 1974) to solve the two-way acoustic wave equation and calculate
energy of wavefields. The sum of energy of source-receiver pairs (s,r) defined
by the acquisition geometry is the two-way illumination intensity

1x2) = ¥ LI § [G0ox2.0?|Gxux,z,0|de)* @®)

Adaptive energy compensation

To automatically balance the energy distribution of seismic waves,
reflection and transmission coefficients are applied to control the procedure of
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illumination based energy compensation. We now introduce the following

assumptions: (1) The propagation directions of seismic waves are normal to the

interface. (2) Each grid point (from the top to bottom) in our model represents
a horizontal interface. We are able to judge whether there is a real interface
with velocity contrast or not according to the velocity model. According to the

two above mentioned assumptions, when the seismic waves encounter the

interface between the n-th layer and the (n + 1)-th layer in the model, the

expression for P-wave transmission and reflection coefficients (T and R) can be

written as
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Fig. 1. Flowchart of the adaptive energy compensation for frequency-domain FWI based on seismic

illumination analysis.
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T = 2pnvp"/(pn+lv Pus1 + ,Dan“)
, ©)
R = (pn+1Vp“+l - pnvp“)/(anrlv Post + pnvpn)

where p,, v, and p,,,, v, are density, P-wave velocity of the n-th and the
(n+1)-th layer, respectively. pv, denotes acoustic impedance. The case T>1
means that the acoustic impedance decreases from the upper side to the lower
side of the interface. In this case, the transmission energy is stronger than
reflection energy and we use the illumination intensity to down-weight the
gradient. Whereas we use the illumination intensity to weight the gradient for
the case T < 1 to balance the distribution of energy during inversion. The case
T = 1 represents zero acoustic impedance contrast at the interface. For
simplicity, the new model parameter perturbation Am;"™ at the k-th iteration for
the FWI with adaptive illumination compensation is expressed as

Am(x,z) * Ix,z2) T < 1
Am{""(x,z) = < Am,(X,z) T=1, (10)
Amy(x,z) / I(x,z) T > 1

where I means the two-way illumination intensity. Fig. 1 shows the workflow
of the adaptive energy compensation for frequency-domain FWI based on
seismic illumination algorithm. There are three loops in the workflow (group
frequencies, iterations and frequencies in one group). As the conventional FWI
does, the relative error ¢ between inversion result and true model is calculated
after each iteration. When the model error reaches a certain error expectancy
v (¢ < v), we start to calculate the seismic illumination intensity based on the
updated model and adaptively compensate the gradient according to eq. (10) in
the next iteration.

NUMERICAL TESTS
Model 1: Circular high-velocity anomaly model

A synthetic test is first carried out in a model with a circular high-velocity
anomaly located in the middle (Fig. 2). The velocities of the anomaly and
background are 3300 m/s and 3000 m/s, respectively. The size of the model is
10 X 5 km with a uniform 50 m grid interval. Regarding the simulation of
seismic wave propagations, the perfectly matched layer (PML) is used to
suppress unwanted reflections from edges of the model (Collino and Tsogka,
2001). We choose the Ricker wavelet as the source function which has peak
frequency of 15 Hz and maximum frequency of about 40 Hz. Both shots and
receivers are placed along the surface of this model. Total 200 shots with 50 m
interval are simulated to obtain seismic profiles. We use 100 receivers to record
seismic signal for each shot. The recording length of each shot is 4 s with 4 ms
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sampling rate. When seismic survey line (maximum offset) is 5 km long, both
receiver interval and minimum offset are set as 50 m. However, the receiver
interval and the minimum offset are set as 100 m when the length of seismic
survey line is 10 km.

3300m/s
3250m/s
3200m/s

3150m/s

Depth(kmy)

3100m/s

3050m/s

3000m/s
1 2 3 4 5 6 7 8 9 10

Distance(km)

Fig. 2. The true velocity model with circular high-velocity anomaly.

For the implementation of full waveform inversion (FWI), the initial
model is a homogeneous model with the background velocity, 3000 m/s. During
the inversion, we use 10 frequency groups in the frequency band of 1-10 Hz
based on our tests that we can get acceptable inversion results by 10 Hz
maximum frequency. Fig. 3 shows the reconstructed velocity models by
conventional FWI method in which 20 iterations of each frequency are carried
out. One can easily observe that the inverted velocity imaging with 10 km
maximum offset (Fig. 3a) matches the real model better than the inversion result
using 5 km maximum offset (Fig. 3b). The possible reasons may include (1) the
limited acquisition geometry makes it difficult to receive adequate information
from deep structures, (2) the uneven distribution of energy adversely affects the
inversion result, (3) near-surface waveforms dominate the data fitting in the
inversion, and (4) the wide-angle reflection and refraction data only provide
medium- to large-scale velocity information for inversion (Shipp and Singh,
2002). Hence a reduction in the maximum offset may limit the recovery of the
lowest wavenumber media in the model, seriously affect the convergence of the
inversion to a global minimum and prevent the recovery of the macro-model
(Sirgue and Pratt, 2004).

To improve the quality of the inverted velocity imaging with short offset
(5 km), we use the illumination intensity to adaptively balance the gradient of
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FWI through seismic illumination analysis. Fig. 4a illustrates the two-way
illumination intensity based on true model. The circular high-velocity anomaly
causes the energy of seismic waves scattered beside itself. All of the inversion
parameters are the same as conventional FWI. For the case of short offset, the
inversion result with seismic illumination (Fig. 4b) is much better than the result
from conventional FWI (Fig. 3b). To our surprise, compared with the
conventional inversion result (Fig. 3a) with 10 km maximum offset, the inverted
velocity in the anomaly zone in Fig. 4b is closer to the true model, which
verifies the effectiveness of our new method.
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Fig. 3. The conventional inversion results with (a) 10 km maximum offset and (b) 5 km maximum
offset.
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In addition, we can observe that the inverted velocities on the lower left
and right sides of the high-velocity anomaly are higher than the background
velocity in the inversion results (Figs. 3a, 3b and 4b). The higher inverted
velocities are also observed on the left and right sides of the model. The
possible reason is that the sides of the circular anomaly behave like two vertical
faults, which makes it difficult for FWI to reconstruct velocity due to strong
downward energy reflection and scattering. This is confirmed by the seismic
illumination intensity distribution (Fig. 4a).
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Fig. 4. (a) The two-way illumination intensity based on true model (Fig. 2). (b) The inversion result
based on adaptive illumination compensation with 5 km maximum offset.
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Model 2: Marmousi model

Here, we run the synthetic experiment on the Marmousi model to test our
new algorithm. The size of the model is 10 X 3.12 km with a uniform 20 m
grid interval (Fig. 5a). For the following FWI tests, the starting model (Fig. 5b)
is obtained through smoothing the true model (Fig. 5a) using a 2D Gaussian
filter. PML boundary conditions are also used in this model to simulate seismic
wave propagation in unbounded media. In this test, seismic data are recorded
by receivers up to 4 s with 2 ms sampling rate. In the acquisition system, both
shots and receivers are spaced along the surface of this model. A total of 250
sources with 40 m interval are excited in turn with a Ricker wavelet with peak
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Fig. 5. (a) The Marmousi velocity model. (b) Initial model for FWI obtained from smoothing the
true velocity model (a).
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frequency of 30 Hz and maximum frequency of about 80 Hz. We also use 100
receivers to record seismic signal for each shot. When the survey line
(maximum offset) is 10 km long, both receiver interval and the minimum offset
are set as 100 m. However, the receiver interval and minimum offset are set as
20 m when the length of survey line is 2 km. Based on our tests of frequency
selection, 15 frequency groups in the frequency band of 1.0-25.0 Hz are used
during the inversions. The maximum iteration at each frequency is set as 30. All
of the above parameters used in inversion (Fig. 6) are identical except the
offset.
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Fig. 6. The conventional inversion results with (a) 10 km maximum offset and (b) 2 km maximum
offset.
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The conventional waveform inversion results with 10 km maximum offset
(Fig. 6a) provides a good match with the correct model, from large to
intermediate wavelength scales. However, FWI with 2 km maximum offset does
not work well as the inversion with 10 km maximum offset (Fig. 6b), especially
in the deep region below the high velocity wedge. This shows that the limited
maximum offset affects the quality of FWI. Fig. 7a shows the two-way
illumination intensity. Fig. 7b shows the inversion result obtained by correcting
the gradient adaptively using illumination compensation based on seismic
acquisition with 2 km maximum offset. The inverted velocity imaging obtained
by our new algorithm is significantly improved by comparing with the results
from conventional FWI method.
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Fig. 7. (a) The two-way illumination intensity based on true model (Fig. 5a). (b) The inversion
result based on adaptive illumination compensation with 2 km maximum offset.
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CONCLUSION

The limited acquisition geometry and complex velocity structures leading
to the inhomogeneous energy distribution of seismic wavefields have serious
effect on imaging quality of full waveform inversion (FWI). In this paper, we
have introduced a modified FWI algorithm based on adaptive illumination
compensation to solve the problem of maximum offset restrictions. The synthetic
tests have shown that the accuracy of inversion with adaptive illumination
compensation has been improved compared with conventional inversion method.
The proposed method can be further extended to elastic FWI.
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